JUACEP Medium/Short Program 2013
at University of Michigan & UCLA

Nagoya university

JUACEP

Japan-US Advanced Collaborative Education Program

Nagoya University



Copyright © JUACEP 2013 All Rights Reserved.
Published in November, 2013

Leaders of JUACEP
Professor Noritsugu Umehara

Professor Yang Ju

Japan-US Advanced Collaborative Education Program (JUACEP)
Graduate School of Engineering

Nagoya University %

Furo-cho, Chikusa-ku, Nagoya, 464-8603, JAPAN
JUACEP@engg.nagoya-u.ac.jp

http://www.juacep.engg.nagoya-u.ac.jp



Table of Contents

<1> About the Program
a) Overview .5
b) Participants ...6
<2> Research Reports
Research Themes ...10
Research Reports .12

<3> The 7th Workshop on October 9, 2013

Workshop Time Table ...86
Presentations ...88
Pictures ...119

<4> Reports on JUACEP Program ..121






<1> About the program
a) Overview

b) Participants






1-a. Overview

JUACEP’s medium term and short term courses are organized for graduate students of Nagoya
University to earn international experience. Both courses provide an opportunity to them to study with
the students from all over the world being supervised by the top universities’ faculty in the US.

Each student stays at a laboratory of University of Michigan or UCLA and basically works on his/her
own master course’s thesis. They may participate in experimental activity, lab seminar, group
discussion and be given chance to audit the regular course lectures. At the same time they are obliged to
report their research achievement to the faculty respectively at the end of the duration, then conclude the
courses giving presentations at a plenary workshop after coming back.

For the medium course 2013, one graduate student for University of Michigan and two for UCLA left
Japan at the end of March and returned at the end of September. For the summer short course, eight
students worked on at University of Michigan from August 3 to September 27, and six at UCLA from
August 4 to September 13. The 7th JUACEP Workshop took place for them at Venture Hall of Nagoya
University on October 9, 2013. Here is the compilation.

2013 JUACEP Medium/Short Term Course Flowchart
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1-b. Participants

- Medium term course studying at UCLA, from March 26 to September 24, 2013

Name Year iAdvisor at Nagoya University ﬁAdvisor at UCLA

Takafumi Hattori M1 §Prof. Ngrltsugu Umehara o iProf. Chang-Jm Kim o
iMechanical Science and Engineering {Mechanical and Aerospace Engineering

hattori@ume.mech.nagoya-u.ac.jp iume@mech.nagoya-u.ac.jp icjkim@seas.umich.edu

Yoko Okuda M1 iProf. Shao-Liang Zhang \Prof. Stanley Osher

y-okuda@na.cse.nagoya-u.ac.jp

§Comuputational Science and Engineering
§zhang@na.cse.nagoya-u.ac.jp

Mathematics
sjo@math.uclsa.edu

- Medium term course studying at University of Michigan, from March 27 to September 29, 2013

Name Year

%Advisor at Nagoya University

iAdvisor at University of Michigan

Fumitake Nonoyama M1

nonoyama@ume.mech.nagoya-u.ac.jp

iProf. Noritsugu Umehara
‘Mechanical Science and Engineering

iume@mech.nagoya-u.ac.jp

Prof. Albert J. Shih
{Mechanical Engineering
‘shiha@umich.edu

- Short term course studying at University of Michigan, from August 3 to September 27, 2013

Name Year

§Advisor at Nagoya University

ﬁAdvisor at University of Michigan

Yasunori lijima M1

iijjima.yasunori@f.mbox.nagoya-u.ac.jp

Prof. Masashi Hasegawa

Crystalline Materials Science
hasegawa@numse.nagoya-u.ac.jp

§Prof. Richard M. Laine
IMaterials Science and Engineering
talsdad@umich.edu

Akitomo Matsumoto M1

matsumoto.akitomo@d.mbox.nagoya-u.ac.jp

Prof. Eiichi Tanaka
Mechanical Science and Engineering
tanaka@mech.nagoya-u.ac.jp

Prof. Gregory M. Hulbert
ﬁMechanicaI Engineering
{hulbert@umich.edu

Tomoya Nishiyama M1

nishiyama.tomoya@a.mbox.nagoya-u.ac.jp

Prof. Yoji Yamada
Mechanical Science and Engineering
yamada-yoji@mech.nagoya-u.ac.jp

iProf. Gregory M. Hulbert
§Mechanical Engineering
ihulbert@umich.edu

Tomoko Ozawa M1

ozawa.tomoko@f.mbox.nagoya-u.ac.jp

Prof. Naoyuki Kanetake

kanetake@numse.nagoya-u.ac.jp

Prof. Katsuyo Thornton
Materials, Physics and Energy Engineering |
%kthorn@umich.edu

Materials Science and Engineering

Hiroki Shigematsu M1

h_shigematsu@nuem.nagoya-u.ac.jp

Prof. Tsuyoshi Inoue
Mechanical Science and Engineering

inoue@nuem.nagoya-u.ac.jp

Prof. Bogdan Epureanu
‘Mechanical Engineering
%epureanu@umich.edu

Shunji Shibata M1

shibata.shunji@h.mbox.nagoya-u.ac.jp

Assoc. Prof. Mitsuhiro Shikida
Micro-Nano Systems Engineering

ishikida@mech.nagoya-u.ac.jp

ﬁProf. Euisik Yoon
{Electrical Engineering and Computer Science
lesyoon@umich.edu

Shun Tamamura M1

tamamura.shun@h.mbox.nagoya-u.ac.jp

iProf. Eiichi Tanaka

Mechanical Science and Engineering
tanaka@mech.nagoya-u.ac.jp

Prof. Scott Hollister
ﬁBiomedicaI Engineering
iscottho@umich.edu

Takayuki Yamada M1

yamada.takayuki@g.mbox.nagoya-u.ac.jp

Assoc. Prof. Mitsuhiro Shikida
Micro-Nano Systems Engineering

:shikida@mech.nagoya-u.ac.jp

§Prof. Yogesh B. Gianchandani
{Electrical Engineering and Computer Science
iyogesh@eecs.umich.edu




- Short term course studying at UCLA, from August 4 to September 13, 2013

Name Year

Advisor at NU

‘Advisor at UCLA

Hiroshi Fuji M1

h_fuji@nuem.nagoya-u.ac.jp

Prof. Tatsuya Suzuki
Mechanical Science and Engineering
t_suzuki@nuem.nagoya-u.ac.jp

§Prof. Tsu-Chin Tsao
§Mechanical and Aerospace Engineering
%ttsao@seas.ucla.edu

Shinichi Hayashi M2

s_hayashi@nuem.nagoya-u.ac.jp

Prof. Toshiro Matsumoto
Mechanical Science and Engineering
t.matsumoto@nuem.nagoya-u.ac.jp

Prof. Ertugrul Taciroglu
{Civil and Environmental Engineering
etacir@ucla.edu

Sakina Kondo M1

kondou.sakina@b.mbox.nagoya-u.ac.jp

Prof. Chikara Ohtsuki
Crystalline Materials Science
chikaraohtsuki@gmail.com

iProf. Benjamin M. Wu
‘Bioengineering
{benwu@ucla.edu

Kazuki Miyazaki M1

miyazaki@ume.mech.nagoya-u.ac.jp

Prof. Noritsugu Umehara
Mechanical Science and Engineering

ume@mech.nagoya-u.ac.jp

iProf. Jenn-Ming Yang
‘Materials Science and Engineering
%jyang@seas.ucla.edu

Shoya Ono M2

ohno@prop2.nuae.nagoya-u.ac.jp

Assoc. Prof. Hosei Nagano
Aerospace Engineering

nagano@nuae.nagoya-u.ac.jp

iProf. Ivan Catton
§Mechanical and Aerospace Engineering

\catton@ucla.edu

Toshihiro Sato M1

satou.toshihiro@b.mbox.nagoya-u.ac.jp

Prof. Yang Ju
Mechanical Science and Engineering

;ju@mech.nagoya-u.ac.jp

iProf. Benjamin M. Wu
‘Bioengineering

ibenwu@ucla.edu

Coordinators at Partner Universties

Prof. Katsuo Kurabayashi

Prof. Jenn-Ming Yang

JUACEP Members

Prof. Noritsugu Umehara

Prof. Yang Ju

Mechanical Engineering, University of Michigan

Materials Science and Engineering, UCLA

Mechanical Science and Engineering

Mechanical Science and Engineering

Assoc. Prof. Hirofumi Aoki Mechanical Science and Engineering

Assoc. Prof. Yasumasa Ito
Tomoko Kato

Chiharu Yada

Mechanical Science and Engineering
Administrative Officer

Administrative Officer

katsuo@umich.edu

jyang@seas.ucla.edu

ume@mech.nagoya-u.ac.jp
ju@mech.nagoya-u.ac.jp
aoki@mech.nagoya-u.ac.jp
yito@nagoya-u.jp
tomoko@mech.nagoya-u.ac.jp

yada@mech.nagoya-u.ac.jp







<2> Research Reports



Resear ch themes at University of Michigan

[M] Fumitake Nonoyama supervised by Prof. Albert J. Shih:
3D-Printed Bone-Mimicking Material for Orthopedic Surgical Simulation (p.11)

[S] Yasunori lijima supervised by Prof. Richard M. Laine:
Research of Organic Functionalized Silsesquioxanes (p.12)

[S] Akitomo Matsumoto supervised by Prof. Gregory M. Hulbert:
Effects of Soft Tissue Stiffness on Stress Values of Femur Neck (p.17)

[S] Tomoya Nishiyama supervised by Prof. Gregory M. Hulbert:
Kinematics and Compliance Testing Simulation of an Automobile Using a Rigid
Body Suspension Model (p.22)

[S] Tomoko Ozawa supervised by Prof. Katsuyo Thornton:
Analysis of Fluid Flow of Molten Magnesium into Micro-Particles (p.29)

[S] Hiroki Shigematsu supervised by Prof. Bogdan Epureanu:
Development of a Vibration Excitation System Forced on Piezoelectric Elements (p.34)

[S] Shunji Shibata supervised by Prof. Euisik Yoon:
Tapered Etch Profile (p.40)

[S] Shun Tamamura supervised by Prof. Scott Hollister:
Evaluation of Auricular Biomechanical Property by FEM (p.41)

[S] Takayuki Yamada supervised by Prof. Yogesh B. Gianchandani:
Calibration of a Strain Gauge for Force Measurement in a Palatal Expander (p.42)

Research themesat UCLA

[M] Takafumi Hattori supervised by Prof. Chang-Jin Kim:
Characterization of Molded Superhydrophobic Surfaces (p.43)

[M] Yoko Okuda supervised by Prof. Stanley Osher:
How Split Bregman Can Apply for Non-Negative Matrix Factorization (p.44)

[S] Hiroshi Fuji supervised by Prof. Tsu-Chin Tsao:
Modeling for a Nano-Precision System (p.50)

[S] Shinichi Hayashi supervised by Prof. Ertugrul Taciroglu:
Numerical Simulation of Wave Propagation in Composite Structures (p.56)

[S] Sakina Kondo supervised by Prof. Benjamin M. Wu:
Effect of Protein Charge on Adsorption to Apatite and Cell Viability (p.62)

[S] Kazuki Miyazaki supervised by Prof. Jenn-Ming Yang:
Impact Tolerance of Metal, Composites, and FMLs (p.63)

[S] Shoya Ono supervised by Prof. lvan Catton:
Study on an Aluminum Two-Phase Heat Transfer Device Using IAS Fluid (p.71)

[S] Toshihiro Sato supervised by Prof. Benjamin M. Wu:
Mechanical Stimulation on Rat Intestinal Smooth Muscle Cells to Improve
Maturity (p.77)

[M]: Medium term course, [S]: Short term course
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3D-PRINTED BONE-MIMICKING MATERIAL
FOR ORTHOPEDIC SURGICAL SIMULATION

Fumitake Nonoyama

Department of Mechanical Science and Engineering, Graduate School of Engineering, Nagoya University
nonoyanma@ne. nech. nagoya- u. ac. j p

Supervisor: Albert Shih

Graduate School of Engineering, University of Michigan
shi ha@in ch. edu

ABSTRACT

3D-printing technology has advanced to the point where complex models can be made at low cost. The 3D-
printed material is sometimes infiltrated with liquid material to improve those mechanical properties. In this study, 3D-
printed material soaked with liquid material was used as a novel material to simulate the human cortical bone for
orthopedic drilling. This composite was evaluated by drilling tests with three orthopedic tools, drill bit, kirschner wire
(K- wire), and diamond bur, and compared to a bovine cortical bone in terms of thrust force, torque and temperature
response. As for K-wire, the bone-mimicking material showed similar results to those of the bovine bone, but behaved
softer for drill bit and diamond bur. However, discrepancy in temperature response of the bone-mimicking material was
less than 20% to that of a bovine cortical bone for all three tools. The composite will potentially be an aternative
training material for orthopedic bone drilling.

Undi scl osed
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RESEARCH OF ORGANIC FUNCTIONALIZED
SILSESQUIOXANES

Yasunori lijima

Crystalline Materials Science and Engineering, Graduate School of Nagoya University, Furo-cho, Chikusa-ku, 464-8603 Nagoya (Japan)
iijima. yasunori @.nbox.nagoya-u.ac.jp

Supervisor: Joseph Furgal

PhD. Materials Chemistry, University of Michigan, Ann Arbor, M| 48109-2136, USA
furgal jc@m ch. edu

ABSTRACT

Silsesquioxanes are a collective term of composites of
silica, which have formulas of RSiO; 5. In these composites,
the atom of silica, which has four atomic bondings,
combines with one organic group or hydrogen atom (R) and
three oxygen atoms. The structures of silsesguioxanes have
been reported as random structure, ladder structure, cage
structure, and partial cage structure asillustrated in Figure 1.
Silsesguioxanes have a high potential for not only industrial
applications but also academic standings because they can
be functionalized by various organic groups.* 2

In this research, we worked with the T type full cage
silsesquioxanes and tried to establish novel reaction
processes of silsesquioxanes. Moreover, we tried to
synthesize novel cysteine functionalized silsesquioxanes. We
evaluated the samples by Fourier Transform Infrared
Spectroscopy (FT-IR), Gel Permeation Chromatography
(GPC) and MALDI-ToF mass spectrometry.
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Figure 1. Structures of silsesquioxanes
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INTRODUCTION
T cage silsesquioxanes

Phenyl and vinyl groups are well known as substituents
of silsesquioxanes. Most of the syntheses of T cage
silsesquioxanes are derived from hydrolysis and
condensation of trichlorosilane, trialkoxysilane or
triethoxysilane. The hydrolysis products are usualy
polymerized at random. This is because variety of
polyhedron silsesquioxanes (mainly Tg, T T12) and partial
cages silsesgquioxanes are synthesized simultaneously. Since
they exist as a mixture, it is necessary to be isolated. In this
research, we had adjusted the solvents, and tried to establish
new reactions from the viewpoint of separation.

Cysteine functionalized silsesquioxane

The molecules, which do not match their image on a
mirror are called ‘chiral molecule’. Though chiral molecules
are present in various drugs, it can be dangerous if we use
chiral molecules in a drug composite because even if one
enantiomer has beneficial effect, another enantiomer can be
devastating. Therefore, chiral separation materials are very
important for making drugs cheaper and safer. In this
research, we tried to synthesize the organic-inorganic hybrid
materia (n-acetyl-L-cysteine, octa vinyl silsesquioxane) as a
novel chiral separation material >

EXPERIMANTAL

T cage silsesquioxanes’

Hydrolyses and condensations of phenyl triethoxysilane
or vinyl triethoxysilane were conducted in various solvents
as summarized in Table 1, 2 with tetra-n-butylammonium
fluoride (TBAF) as a catalyst and H,O as a hydrolyzate. The
product mixtures were separated by using vacuum filtration
and/or rotary evaporation.



Table 1. The new phenyl silsesquioxanes reactions

The differences among 1-3 are the quantity. The
difference between 5 and 6 isthe ratio.

Number Solvent

1 CH,Cl,
CH,CI,
CH,Cl,

Acetonitrile-THF

Acetonitrile- CH,Cl,

Acetonitrile- CH,Cl,

oD 00~ WDN

Table 2. The new vinyl silsesquioxanes reactions

Number Solvent
7 Acetonitrile
8 Acetonitrile- CH,Cl»

Cysteine functionalized silsesquioxane

The cysteine functionalized silsesquioxane was
synthesized by using octa-vinyl silsesquioxane (OVS), L-
acetyl-n-cysteine, azobisisobutyronitrile (AIBN) as a catalyst
and tetrahydrofuran (THF) as the solvent (Fig. 2). We aso
tried to convert the hydroxy group of the OVS-cysteine
product to a chloro group using thionyl chloride (Fig. 3).
Moreover we evauated the cysteine functionalized
silsesquioxane by chiral chromatography.
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Figure 2. L-acetyl-n-cysteine functionalized OVS
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Figure 3. conversion of -OH to -Cl
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RESULTSAND DISCUSSION
T cage silsesguioxanes

New phenyl silsesquioxanes reactions
1-3

CH,Cl, was used as solvents of these reactions. The
samples of powder could be recovered using a difference in
solubility. The samples that could not be precipitated and
remained in solution were attributed to partial cage structure
type silsesquioxanes. The FT-IR spectra (Figure 4) show that
all of the samples contain phenyl groups and Si-O bonds.
These results showed that these samples are phenyl
sil sesguioxanes.

x £ 32 E
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q: ]
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2

< ! .—A_J—’J\L)JM

3500 32000 2500 2000 1500 1000 500

Wavenumber (cm'")

Figure 4. FT-IR spectra of the powder samples of
reaction number 1-3

4

A mixture of acetonitrile and THF was used as a
solvent. In this reaction, two powders and one solution were
recovered. The solution was likely to be partia cage
structure type silsesquioxanes because of the solubility.
According to the FT-IR spectra (Figure 5), the products
were likely to be phenyl silsesquioxanes. The second
product had moisture absorbency. This is why O-H bond
appeared in the spectra or partial cage structure.



Absorbance (a.u.)

4-1 |

—

4000 3500 3000 2500 2000 1500 1000 500

Wavenumber (cm™)

Figure 5. FT-IR spectra of the powder samples of
reaction number 4

5.6

The mixture of acetonitrile and CH,Cl, was used as
solvents in these reactions. Two powders and one solution
were recovered for each reaction. Considering the solubility
of the solution, they were likely to be partial cage structure
type silsesquioxanes. The powders are likely to be phenyl
silsesquioxanes from the FT-IR spectra (Figure 6). It is
highly possible that the second powder of reaction number 5
is pure T10 cage phenyl silsesquioxane from the GPC
spectra (Figure 7).

T T T
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Z
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Q
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[
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Figure 6. FT-IR spectra of the powder samples of
reaction number 5, 6
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T10 phenyl 50

Response (a.u.)

5-2

30 31 32 33 34 3B 3w/ IT 3B

Time (min)

Figure 7. GPC spectra of the second powder of
reaction 5 and T10 phenyl silsesquioxane

The T10 phenyl silsesquioxane was synthesized by
previously. The half width on GPC spectrum means the
dispersion of the molecule weight.

New vinyl silsesguioxanes reactions
7,8

Acetonitrile and acetonitrile-CH,Cl, mixture were used
as solvents. One powder and one solution were recovered
for each reaction. According to FT-TR spectra (Figure 8),
Si-O bond and Si-vinyl group bond were detected. This
showed that vinyl silsesquioxanes were synthesized.

The GPC spectra of each solution are shown in Figure 9.
This figure shows that each sample contains two materials.
The detection times of two peaks are faster than that of
OVS. So, T10 or T12 vinyl silsesquioxanes can be
synthesized under this condition.
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cysteinereaction

Synthesis of chloro group converted cysteine-OVS

According to IR spectrum of thionyl reaction (Figure
11), there were many new peaks which starting material of
OV S-cysteine compound did not have. This could be caused
by contamination of N-methyldicyclohexylamine which was

5 used in neutralization. Moreover, the C-Cl stretch absorption
& . (600-800 cm™) was not clear. So it is unlikely that the chloro
o 8-2 solution group converted cysteine silsesquioxane was synthesized.
S
[=1 T T T T T
i}
i €
Y
7-2 solution _ Thionyl reaction
=]
1 1 1 Il 1 -I:E-.-
30 32 34 36 38 40 8
m [}
Time (min) -g 0
3 7
Figure 9. GPC spectra of the solution samples of OVS ,
reaction number 7, 8 -cysteine
Cysteine functionalized silsesquioxane /_/I{A\'\‘_TJ . L
Synthesis of n-acetyl-L-cysteine functionalized OVS 3500 3000 2500 2000 1500 1000 500
-1
According to IR spectra of OV S-cysteine compound, the Wavenumber (cm’)

Si-O absorption (around 1100 cm™) from the silsesquioxane Figure 11. FT-IR spectra of recovered sample of
and C=0 absorption (around 1650 cm™) from carboxylic thionyl reaction

acid and N-H absorption (around 1550 cm™) from amide can

be seen (Fig.10). This means OVS was successfully

functionalized by n-acetyl-L-cysteine under this condition.
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Chiral chromatography of limonene using OVS-
cysteine compound

We evaluated whether the OV S was functionalized by n-
acetyl-L-cysteine or not by chiral chromatography. We
chose L and D-limonene as isomers. After we conducted
chiral chromatography using OV S-cysteine compound which
we synthesized, keep the samples and put each sample a
little bit on Thin-Layer Chromatography (TLC) plate and
dyed them by potassium permanganate. It showed that the
mixture of isomers was separated as shown in Figure 12. We
will evaluate these samples by circular dichroism (CD)
measurement.

<=1 ]
BETIT L el
{10 SN 004 1 () W R
B’” .gn\-.- % % '

Figure 12. A picture of Thin-Layer Chromatography
(TLC) plate dyed by potassum permanganate after
chiral chromatography

The left black spot shows one limonene, and the right
spot shows the other limonene. The middle one is a mixture
of theisomers.

CONCLUSIONS

In this research of new T cage structure silsesquioxanes
reactions, it was found that we can get phenyl
silsesquioxanes in nearly every solvent. We can get pure
T10 phenyl silsesquioxane as a powder by using the solvent
of Acetonitrile- CH,Cl, mixture (reaction number 5). In
vinyl reaction, we could get vinyl silsesquioxanes which
molecule weight is heavier than that of OVS. In order to do
further research, we should identify all the samples by using
Matrix Assisted Laser Desorption / lonization (MALDI) to
decide the molecule weight and kind of polyhedron. In the
future, we should also make sure the repeatability, purity and
yield ratio of these reactions and to find the best solvent
systems to make T cage structure sil sesguioxanes.

Regarding novel functionalized silsesquioxanes, the FT-
IR spectra and chiral chromatography showed that we could
synthesize n-acetyl-L-cysteine functionalized OVS as a
novel chiral separation material. To research further
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functionalization of OV S-cysteine compound, the chloro
group conversion is expected.
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EFFECTS OF SOFT TISSUE STIFFNESS ON
STRESS VALUES OF FEMUR NECK

Akitomo Matsumoto

Department of Electrical Engineering & Computer Science, Graduate School of Engineering
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ABSTRACT

Hip fracture due to falls are a serious problem
especially for elderly women. To research the effects of
body type on hip fracture, a series of simulation was carried
out with different elastic modulus of soft tissue using Multi-
body model which combined with finite element model of
hip joint. As a results, well-muscled people have a higher
risk of femur fracture than fat people. It is worthwhile to
know that response of the stress is different depending on
the elastic modulus.

1. INTRODUCTION

Hip fractures due to sideways falls are a serious
problem especially for elderly women. They invariably
require an emergency department visit, hospitalization,
surgery, and rehabilitation. As a result of the aging society,
it has been estimated that the total number of hip fracture in
the world will increase from 1.3 million in 1990 to 2.6
million by the year 2025 and to 4.5 million by the year
2050 [1]. Therefore, prevention of a hip fracture is not only
for improving quality of life but also reducing cost of the
treatment.

A lot of research has been carried out to simulate a
falling leading hip fracture using finite element model of
the pelvis-femur complex. For example, Majumder et al.
(2007, 2008) developed a computed tomography scan based
three-dimensional finite element model of the pelvis-femur
complex [2], [3]. Using this model, they evaluated the
effects of trochanteric soft tissue thickness and impact
velocity which causes hip fractures during sideways
fallings. However, body types have not been considered.
Risk of fracture is considered to be affected by fat and
muscle. As a first step of clarifying the effects of body type
on hip fracture, subject of this research is to evaluate the
effects of soft tissue stiffness.
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2. METHOD

To represent whole body configuration and to assess the
fracture risks of the femur neck based on the distributions
of stress, | used the Multi-body model which combined with
finite element model of hip joint (Figure. 1). In this model,
the left femur, pelvis, skin, ligament, and soft tissue around
femur were modeled with finite elements using hexahedron
solid and square shell elements. Other parts of the whole
human body were modeled as multi-body model, a system
where 11 rigid bodies with mass and inertia moment are
connected by three-dimensional kinematic joints such as a
spherical joint and free joint. The model represented a
Japanese female whose average age was 149.3 cm and
weight was 55.3 kg, which are the average values of 50
Japanese female whose average age was 66.9 years old [4].

'Multi body’

Figure. 1. Multi-body model combined with finite
element model of hip joint.

The mechanical properties of the finite element model
of femur, pelvis, skin, and ligament are shown by Tsuchida
(2012) [5]. The soft tissue around femur is modeled as a
visco-elastic material approximated by Maxwell model.



Material property of soft tissue (Table. 1) is decided from
Yamada (1970) [6]. Using these models, the kinematic
behavior of a fall and the resulting stress values of femur
were analyzed by MADYMO (TNO Automotive).

As a reference of elastic modulus values of visco-elastic
material, | chose a literature of Bandak et al. (2001) [7].
They developed finite element model of the planter to
understand the mechanical behavior of the ankle joint
under injurious situations. The model of plantar is consists
of three layers and each of these represent fat, muscle and
ligament. From material properties of these layers (Table.
2), muscle is defined much softer than fat.

To close material property to muscle layer of the
literature, elastic modulus is changed to one-tenth and one-
hundredth of original value. Furthermore, changing elastic
modulus from 5 [MPa] to 25 [MPa] taking interval 5
[MPa], to evaluate the effects of soft tissue hardness on
stress values of femur neck. At this time, bulk modulus and
Dynamic shear modulus were calculated from two
equations (1) and (2). Those values are shown in Table 3.

E E
Ke—— @ G=——+
3(1-2v) 2(1+v)
Table 1. Material properties of original soft tissue.
Modulus of longitudinal | Poisson | Density | Bulk modulus | Dynamic shear
elasticity [Mpa] ratio [kg/m3] [Mpa] modulus [Mpa]
15.0 0.49 1.0E+03 2.5E+02 5.03

Table 2. Material properties of the planter (Bandak et
al.).

Etastic modulus| Poisson Density
iMpal ratio ke /m3] Bulk modulus [Mpa]
Plantar ligament 6.01 0.49 0.75E+03 1.00e+02
Muscle layer 0.152 0.49 0.75E+03 2.53E+00
Fat layer 200 049 0.75E+03 3.338+02
Short term shear modulus | Long term shear modulus
[Mpa] [Mpa]
2.02 151
0.0509 0.0382
6.71 5.02

Table 3. Material properties of soft tissue in each
simulation.

Elastic Bulk Dynamic shear
modulus [Mpa] modulus [Mpa] modulus [Mpa]
0.15 2.500 0.05034
1.5 25.00 0.5034
5 83.33 1.677
10 166.7 3.355
15 250.0 5.034
20 3333 6.711
25 416.7 8.389
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To reproduce the initial conditions of backward fall,
buttocks of the model were arranged at height 500 [mm]
from the ground. The positions of legs were asymmetrically
allocated. The angle to the side of the trunk axis were set to
0° and 20° (Fig. 2). Then, the model was exposed to
gravity, and fell on the ground in the condition of hitting
trochanter.

(@ 0° (b) 20°

Figure. 2. Angle to the side of trunk axis

3. RESULTS

To research the effects of elastic modulus on stress
values of femur neck, maximum principal stress, minimum
principal stress and maximum shear stress were compared.
These stresses were observed in one of the femur neck
element which showed the highest value. Fig. 3, 4, 5 show
the time history of each stresses. Starting points of the
horizontal axis are the time soft tissue contact to the
ground. Under the conditions of elastic modulus arranged
between 25 [MPa] to 10 [MPa], maximum principal stress
and shear stress decrease as elastic modulus decrease except
the case of maximum principal stress setting trunk axis
20°. On the other hand, under the condition of elastic
modulus arranged between 10 [MPa] to 0.15 [MPa], these
stress values increase as elastic modulus decrease. Same
tendency was also observed in the absolute values of
Minimum principal stress. In other words, stress values
became bigger when elastic modulus leaves from original of
15 [MPa]. In addition, stress values of setting trunk axis
20° become bigger than the case setting trunk axis 0°.
There are differences in the time when stress began to
increase. As elastic modulus become smaller, stress starts to
increase lately. Therefore, the time that stress takes
maximum value also become later.
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Fig. 6 shows the time history of displacement of
vertical direction. These displacements are measured from
same element of femur neck compared stress values.
Starting points of the horizontal axis are the time soft tissue
contact to the ground. At that time height of femur neck
element was defined as zero. These graphs show that the
element fall in proportion to time after soft tissue contacts
to the ground. Then, displacements no longer change and
elements rebounded. As elastic modulus became smaller,
the element sank deeply because of the softness of the soft
tissue.
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Fig. 6, (a)(b). Displacement of vertical direction.

In addition, impact speed of vertical direction were
compared. These are impact speed of femur neck element
and calculated from its displacement. There were not so
much differences in minimum value of impact speed.
However impact speeds of setting trunk axis 20° are a
little faster than the case of setting trunk axis 0°. Main
cause of this is considered that the difference of initial body
configuration of the model. As elastic modulus become
smaller, impact speed close to O lately.
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4. DISCUSSION

To clarify the reason why the time each stress taking
the maximum values become later as elastic modulus
decrease, compared the history of stress and displacement.
Fig. 7 shows the history of maximum principal stress and
displacement in reverse order in the case of elastic modulus
1.5 [MPa] with setting trunk axis 0°. We can understand
that the time stress takes the maximum value and the time
displacement becomes minimum are coincide. In other
words, there is a relationship that stress becomes the
biggest when femur closest to the ground. The same
tendency was observed in other conditions.
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Fig. 7. Relationship between maximum principal stress
and displacement.

The maximum values of stress decreased when elastic
modulus became smaller between 25 [MPa] and 10 [MPa].
Main cause of this is considered that soft tissue could
absorb more shock because of the reduced stiffness. On the
other hand, maximum values of stress increased between 10
[MPa] and 0.15 [MPa]. Effects of potential energy became
bigger because of displacement of vertical direction and it is
considered to be main cause of increasing stress. In
addition, stress relaxation function which define
instantaneous shear modulus might have some effects on it.

5. CONCLUSIONS

As a consequence, well-muscled people have a higher
risk of femur fracture than fat people in my research. This
result is contrary to we expected. However, it is worthwhile
to know that response of the stress is different depending on
the elastic modulus.

The model of soft tissue consists of only one part in this
study. Therefore, it is necessary to separate muscle part and
fat part in future study. In addition, shape of soft tissue
should be made to match body type. Thickness of soft tissue
is considered to have some effects on fracture risk.
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ABSTRACT

Kinematics and Compliance (K&C) testing is effective
and often used to evaluate the ride and handling
performance of an automobile. While a typical K&C test is
being conducted, the vehicle body is fixed while controlled
forces or displacements are applied to the wheels. The
results of the test include indexes such as toe and camber,
K&C values. Numerical simulations of K&C testing are
usually performed using multibody dynamics software. In
this paper, using a rigid body suspension model, the
investigation of K&C values such as toe and camber is
conducted with change of the configuration of the
suspension body and the characteristics of the spring.

1. INTRODUCTION

In order to evaluate the performance of an automobile, it
is essential to measure the vehicle suspension K&C
(Kinematics and Compliance) values. In general, kinematics
has been defined the study of motion without reference to
mass or force and compliance is deflection resulting from
the application of force [1]. In a typical K&C test, vehicle
suspension K&C values are measured by the application of
the controlled displacements and forces respectively to the
wheels.

Multibody dynamics software is widely used for the
simulations of a K&C test and the prediction of the vehicle
suspension K&C values. Hahn focused that the results of the
K&C simulations with rigid components of the vehicle
different from actual test results, and proposed a new
methodology for K&C testing simulations using a nonlinear
finite element model [2].

In this paper, K&C testing simulations are performed
using Adams/Car, one of the multibody dynamics software
which is widely used for K&C testing simulations. The
configuration of the suspension body and the characteristics
of the spring are changed, and the simulation results are
compared. This contributes to the optimized design of
vehicle suspensions.

2. K&C VALUES
K&C values are indexes in order to evaluate the ride

and

handling performance of an automobile. In this paper, toe
and camber are considered as K&C values.

2.1 Toe

As shown in Fig. 1, toe is defined as the angle of the
wheel as seen from the top of the automobile. More properly,
toe is the angle between the vertical plane through the front
and rear center of the vehicle and the vertical plane along
with the wheel. Toe is related to the attrition and the grip of

Fig. 1. Toe
the tire.

2.2 Camber

As shown in Fig. 2, camber is defined as the angle of
the wheel as seen from the front of the automobile. More
properly, camber is the angle between the longitudinal
center line and vertical line of the wheel. Camber is related
to the driving stability and grip of the tire.

Fig. 2. Camber



3. K&C TESTING SIMULATIONS

As shown in Fig. 3, the K&C testing simulations are
performed with a suspension model of MacPherson Strut,
which is most widely used for passenger automobiles in the
world. The suspension model consists of rigid body, damper
and spring.

For both the kinematic and compliance simulations, the
front and rear test are performed separately. In this paper,
only the front test is considered.

In the simulations, the unloaded radius of the tire, the
tire stiffness and wheel mass are respectively 300mm,
200N/mm and 10kg. Gravity is ignored.

Fig. 3. MacPherson Strut

3.1 Kinematic test simulations

The kinematic test simulations are performed by
controlling the displacement of contact patches, which are
plates contacting the bottom of the wheels. As shown in Fig.
4, the contact patches are moved 60mm upward (bump) and
60mm downward (rebound) from the set up position. Two
types of kinematic test simulations are performed. In the
“double bump” tests, the right and left contact patches are
moved in the same direction at the same time. On the other
and, in the “roll” tests, the right and left contact patches are
simultaneously moved in opposite directions. For example,
while the right contact patch goes up, the left contact patch
goes down and vice versa.

Fig. 4. Kinematic test simulations

3.2 Compliance test simulations
The compliance test simulations are performed by
controlling the forces applied to the contact patches in
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longitudinal and lateral directions. The former is referred to
as the longitudinal compliance and the latter is lateral
compliance. As shown in Fig. 5, Forces of 1000N are
applied to the right and left contact patches in the same
direction. In the longitudinal compliance test, the positive
value indicates the backward force. In the lateral compliance
test, the positive value indicates the leftward force.

3.3 Simulation conditions

K&C testing simulations are conducted by changing
four parameters respectively. First, the distance between the
right and left lower ball joints is set to 1450mm, 1500mm
and 1550mm. Second, the spring stiffness is set to 40N/mm,
50N/mm and 60N/mm. Third, the installed length of spring
with zero preload is set to 180mm, 190mm and 200mm.
Last, the preload of the spring is set to ON, 500N and

(a) Longitudinal

(b) Lateral

Fig. 5. Compliance test simulations
1000N.

4. Results

The simulation results of the double bump tests, the roll
tests, the longitudinal compliance tests and the lateral
compliance tests are shown in turn. And the influence of
changing four parameters is discussed.

From Fig. 6 to 9, it is found that the K&C values
changes depending on the configuration of a suspension
body. The results of 1450mm and 1550mm are almost
symmetric about those of 1500mm. The distance between
the right and left lower ball joints is the most important
parameter of the four.

On the other hand, the characteristic of the spring does



very little influence on the K&C value such as toe and

camber. With related to the spring stiffness and the installed
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Fig. 9. Lateral Compliance tests
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.CONCLUSION

The comparison of the K&C values such as toe and
camber with changing the configuration of the suspension
body and the characteristics of the spring shows that the
characteristics of the spring is not so important to design
suspensions. The configuration of the suspension body is
more important and further investigations are needed in
addition to the position of the lower ball joint.
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ABSTRACT
Due to investigate fluid flow molten metal through different kinds of solid particles exhibited different
wettability, capillary action as driving force is defined and applied to Darcy’s law. When a ratio of each
particle is changed, infiltration distance is calculated. A new approach for analysis of fluid flow in
different kinds of micro-particles was devel oped to apply Darcy’s law with original assumption.
According to increasing the volume fraction of alumina, the volume fraction of titanium which improves
the wettability between molten magnesium and alumina particle decreases at once. Therefore, the
infiltration distance also decreases, which corresponds to the experimental result qualitatively.

1. INTRODUCTION
1.1 Previous research

The pressureless infiltration method is one of the
fabrication processes of composite materials. Figure.1
shows this method model. At high temperatures, a metal
melts and penetrates into the solid particle interval, and after
cooling, a particle reinforced composite is fabricated. For
example, Kobashi [1] examined the method to fabricate
magnesium matrix composites that is reinforced with
alumina particles. In this method, molten magnesium
spontaneously penetrates into the solid particle interval
when titanium powder is added to alumina powder because
titanium powder improves the wettability between solid
alumina particles to molten magnesium. It was
demonstrated that a preform compound (give size) with
10vol% of titanium and 90vol% alumina was fully
infiltrated by molten metal. The phenomenon of infiltration
was attributed to capillary action.

Fig.1.  Image structure of and penetration.

For analysis, Darcy’s law is used to model the
simultaneous flow of two different fluids through a porous
medium. The momentum equation, also called Darcy’s law,

for the flow of a single liquid in an isotropic porous medium
under isothermal conditions is

dx K AP 1)

dt~ ux
where dx/dt is the liquid velocity and AP is the difference of
pressure. Here, p isthe liquid viscosity, € is the porosity, and
K is the permeability of the porous medium according to the
Kozeny-Carmen and Blake-Kozeny descriptions [2].

g3

kR’C:C

550 (1-¢)? )
__ Dp%?
K = 50(1-)2 3)

Reza [3] stated that the suction pressure created at the
liquid front due to capillary action is responsible for
“pulling up” the liquid column along the porous medium.
However, there is no analysis of fluid flow of molten metal
through different kinds of solid particles exhibiting different
wettability.

1.2 Objective

The purpose of this study is to determine how far molten
metal penetrates into porous medium. To do this | define
capillary action as a driving force by myself and then to
analyze the flow of molten metal through the solid particles
using Darcy’s law. In this study I calculate the number ratio



of titanium to alumina particles from the volume fractions of
the samples, which are measured experimentally.

2. METHODS

My analysis is based on the experimental samples of
Ref.[1]. The preform is organized into Al,O; and Ti
particles, which have diameters of 10~20um and <45um,
respectively. A typical diameter, height, relative density and
weight of a preform are 16mm, 14mm, 0.4, and 4g,
respectively.

For the 1D flow described in Figure.l, the capillary
pressure, pc, is created at the liquid front due to the capillary
action. The relevant boundary conditions in terms of the
pore averaged hydrodynamic pressure, p, are

P = Patm — V9, tx=0
0 = Pa i pgx at x =

W @
g
szPatmchfA— at x = x
Using Eqg.4 in Eq.1 leads to
dx K Pc
dt  eu x ©)
dx K Pc+ pgx
dt £l X (6)

where the gravity part is ignored in Eq.5,.

After the separation of variables and subsequent integration,
the final implicit equation for the liquid-front height, x, in
the preform as a function of time is

2}
= —(AP\/E
u

Pcln

()

p’g’k
€

+ pgx t 8)

Pc + pgx

Capillary action is the ability of aliquidto flow in
narrow spaces without the assistance and in opposition to,
external forces like gravity.

Pg _ 2y ycos8

9)
Where h is infiltration distance, yiv is surface tension of the
liquid, p is liquid density, rp is hydraulic radius and 6 is
contact angle(®). The contact angle between alumina to
magnesium and titanium and magnesium are 70 and 31
degrees under 927K [4] [5].

L5
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Fig.2. Type of particle combination. Type (a), (b) is the flow
between the same particle and type (c) is between another particles.

When molten metal flows between particles, three
scenarios are encountered. Figure.2 shows the three different
scenarios and the pressure of each scenario is expressed as

_ 2y19005841203 (10)
Feq = - 5
D
P,y — 2y yc0s0r; (11)
o
Pca + Pcb
Pee = > (12)
The probability of each type was defined as
Po =Naoz ypey 4 M1ty pep g Ny x Pe3 (19)

Niotal total

Where N is the calculated number of particles, Ntotal is the
total number of particles and Nmix is the probability that two
different particles are next to each other (e.g., titanium
particle next to alumina particle). All flow analysis was
performed using MathWorks by MATLAB.

3. RESULTS
3.1 Decision of Nmix

It is important to decide Nmix when calculating the capillary
pressure, permeability and infiltration distance. Figure.3.
shows the infiltration distance per Nmix. The infiltration
distance extremely depends on Nmix. If Nmix is defined
greater than 0.45, penetration does not happen. Conversely,
if Nmix is less than 0.45, the infiltration distance increases.
Nmix is visually approximately from experimental images to
be 0.5. Since we need a finite infiltration distance, a value of
0.4 was chosen for Nmix in Eq.13.

3.2 Infiltration distance

The evolution of the liquid front distance as a function of
volume fraction of alumina with and without gravity is
plotted in Figures.4 and 5, respectively. Note that the slope
of these plots is the velocity of penetration.



rjrm|
=

Fig.3. Infiltration distance per Nmix, the existence probability
of combination with different particles. The volume fraction
(AI203/Ti) is 0.7, and Kozeny-Carmen permeability is used.

The velocity is larger initially, however, gradually
decreasing and converges to zero finally.

The Kozeny-Carmen permeability (Eg.2) and Blake-
Kozeny permeability (Eq.3) were calculated to be
approximately 3.78e-5 and 6.55e-7[mm?]. The plot in
Figure.4 (a) is similar with Figure.5 (a), by comparison, the
plot in Figure.4 (b) is much different from Figure.5 (b).

It is also found that as the volume fraction of aluminum
decreases, the initial velocity becomes faster and infiltration
distance after 600 second becomes is larger.
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Fig.4.  Infiltration distance without gravity. (a) is calculated in
Kozeny-Carmen permeability, and (b) is calculated in Blake-
Kozeny permeability.
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Fig.5.  Infiltration distance including the effect of gravity. (a) is
calculated in Kozeny-Carmen permeability, and (b) is

calculated in Blake-Kozeny permeability.

4. DISCUSSION
4.1 Fluid flow into porous medium

Penetration tends to increase like a logarithmic function
and gradually plateaus with progress of flow. Figure.6
shows the comparison between experimental and analytical
results for the relation between the infiltration distance and
the volume fraction at t=600 seconds [1]. It is found that
the infiltration distance decreases with increasing volume
fraction of alumina for both results.

However, the large discrepancies between experimental
and analytical results suggest that capillary action alone is
not sufficient to describe the infiltration process.

4.2 Comparison of permeability

Figure.7 shows that the plots calculated with the
Kozeny-Carmen and Blake-Kozeny permeability does not
correspond. It is also clear that Kozeny-Carmen is closer
than the experimental result.

In previous research, Madison [6] states that in the case
of law density, the Kozeny-Carmen permeability is more
appropriate, since Figure.8 shows the plot of Kozeny-
Carmen permeability is similar with that of current study.



On the other hand, Eg.2 and Eqg.3 show that Kozeny-
Carmen depends on surface area of particle, in other words,
a square of particle radius and Blake-Kozeny depends on
particle volume, in other words, a cube of particle radius.
When particle radius is calculated with an error, the error of
Blake-Kozeny might be bigger than Kozeny-Carmen.

In this research, it is appropriated to calculate the
infiltration distance with Kozeny-Carmen.

15
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Fig.6. Comparison of experimental result with
analytical result in the relation between the
infiltration distance and the volume fraction at 600s.
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Fig.7. Comparison of the infiltration distance influenced
by Kozeny-Carmen and Blake-Kozeny permeability.

4.3 Effect of gravity

In previous research, it was mentioned that the effect of
gravity could be negligible. 1 have confirmed this in
analysis, where | find the infiltration distance can be
corresponded well. Penetration is that the gravity section is
107° times as less as the capillary pressure.
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Fig.8.  Calculated permeability plotted as a function of solid
volume fraction with modified Kozeny-Carmen and Blake-Kozeny

4.4 Validity of definition, Nmix

The calculation of Nmix is difficult and therefore the
choice of Nmix was approximated from the experimental
images. Analytical results were far from those of
experimental suggesting that a value of Nmix=0.4 is
inaccurate. It is important to note that according to Figure.3,
if Nmix is assumed smaller, analytical distance might
increase to better match experimental results. It is essential
to improve Nmix close to the real value.

The accuracy of the model can be further improved by
considering fluid flow in a 3D array of particles and the
change of viscosity that is influenced by structure. If the
volume fraction of titanium increases, strength of composite
increases, and if that of titanium is less, the wettability
between molten magnesium decreases. For such an
additional factor, the accuracy of analysis might improve
more and more for the next step.

5. CONCLUSION

A new approach for analysis of fluid flow in different
kinds of micro-particles was developed by applying Darcy’s
law with original assumptions. Penetration tends to change
time and the relationship between penetration and time is
logarithmic.

The results show that the penetration distance decreases
as the volume fraction of alumina is increased (volume
fraction of titanium decreased). Since titanium improves the
wettability between molten magnesium and alumina
particle, it makes sense that the infiltration distance
decreases. As seen in Fig. 6, this phenomenon is well
described by capillary action alone and the experimental and
analytical results are in qualitative agreement.

However, in terms of the value, analytical results show
values that are much less than experimental results.
Therefore, it is essential to improve the assumption of
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capillary action as the main driving force by considering
another factor like the shape of the pore structure.
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ABSTRACT

For excitation of the structure, the model which uses
piezoelectric elements has defined. The model is mainly
divided into two parts, clamp part and piezoelectric part. We
use simple steel beam as vibration objective. By clamping
the specimen and adding voltage to piezoelectric elements,
we excite specimen. In this report, we searched modal
shapes of the whole model, model without specimen, and
specimen. And by changing properties of the specimen, we
searched worst vibrate case of the model. And we proposed
suppression method of the clamp by adding piezoelectric
patch on the upper part of the clamp.

1. BACKGROUND

To measure the forced response of structures with
complex geometry, appropriate experimental methods are
required to provide excitation. Some of the current practices
utilize speakers or provide mechanical excitation via
pressure waves. However, this method is not practical for
excitations at high frequencies due to the large amount of
power required by the speaker system. The large power is
available, but it comes at the cost of large size, which makes
the acoustic approach impractica for structures with
complex geometry.

An Alternate approach is the use of stingers to provide
direct forces to the excited structure. However, these
methods require contact between the excitation (stinger) to
the structure being tested. Hence, the properties of the
structure may be changed due to its interaction with the
stinger.

An adternate, novel concept has been defined by
Professor Epureanu to address these issues. The novel
concept is based on use of piezoelectric stacks to provide
excitation. The concept calls for these stacks to be
incorporated into a clamping mechanism that will place the
piezoelectric stacks in contact with the structure (at two
contact points on opposite sides of the structure) so that their

34

applied forces are collinear, equal, opposite, and (as much as
possible) perpendicular to the surface of the structure at the
contact points. The concept also calls for a thin force sensor
to be attached to the ends of the piezoelectric stacks where
they come in contact with the structure.

2. OBJECTIVE

My research objective is simulation of vibrational
suppression of the structure using ANSY'S, a engineering
simulation software based on FEM. A computer model must
be developed prior to the clamp, and computational results
must be obtained prior to building the clamp. Also, a system
for suppressing vibration of the excitation clamp must be
designed and its operation must be simulated. The clamp
provides excitation (vibration) by using piezoelectric stacks
but to measure accurate response from specimen, (the
structure which we want to know the forced response) it is
necessary to suppress the clamp which provides excitation.

This research’s specific target is to search bending
shapes of the model especially upper jaw and suppress the
vibration by adding piezoel ectric patch to upper jaw part.

3. INTRODUCTION OF MODEL

We use ANSYS, a engineering simulation software
based on FEM, to simulate the model. Fig.1 and Fig.2 shows
the generated simulation model by ANSY S. Fig.3 shows the
prototype model. The model is consist of auminium
alloy(upper jaw and body), stainless steel (bolts and
cylinder), piezoelectric elements, and structural steel
(specimen). Fig.4 shows the model with piezoelectric
patch to suppress upper part of the clamp.
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Fig.1 Whole model 1 Fig.4 Model with piezoelectric patch

4 MODAL AND HARMONIC ANALYSIS OF
MODEL

4.1 MODAL ANALYSISOFWHOLE MODEL

| simulated modal analysis of the whole model. | added
100[V] voltage at piezoelectric stacks both upper and lower
ones to excite specimen. | got the mode shape of the 15
pieces in order from low frequency. Fig.5~Fig.7 shows the
picked total displacement results of mode analysis. | picked
up the shapes which both specimen and upper jaw moved
much.

Fig.2 Whole model 2

Fig.5 Modal shape at 901[HZ]

Fig.3 Prototype model

Fig.6 Modal shape at 2881[HZ]
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Fig.7 Modal shape at 14058[ HZ]

4.2MODAL ANALY SIS OF SPECIMEN

At the previous section, desired modal shape’'s resonance
frequency was higher than target frequency range. Then |
checked the modal shapes of the specimen by reducing its
density. Fig. shows specimen’s first modal shape, and
resonance frequency was 8049.6[Hz]. The yielded resonance
frequency was so high that | reduced young’'s modulus of the
specimen(structural steel) by 1/100. Fig shows the first
modal shape of the specimen by changing the young's
modulus. And the resonance frequency was 359.99[Hz]. |
could yield reasonable frequency value.

Table.1 Specimen’s property and its first modal shape

frequency
, Resonance
density En(;gm%)s frequency of first
mode[HZ]
1/5 original 8049.6

original 1/100 359.99

mi=

B

Fig.8 First modal shape of the specimen
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43HARMONIC ANARYSIS RELATED TO
RESONANE  FREQUENCY OF THE

SPECIMEN

| did harmonic analysis of the whole model to yield peak
displacement of the model. Fig.9 shows the picked points.
Fig.10 ~Fig.12 shows displacement of the picked points.
There were no peak around 359[Hz], resonance frequency of
the specimen. Then | changed frequency range and Fig.13
~Fig.15 also shows displacement of the picked points. There
can be found peak displacement around 837[Hz].

Fig.9 Picked points of the model

Fig.10 Displacement of the specimen(334~377[HZ])

Fig.11 Displacement of upper1(334~377[HZ])
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Fig.12 Displacement of lower1(334~377[HZ]) Fig.15 Displacement of lower 1(800~880[ HZ] )

4.4 MODAL ANALYSIS WITHOUT
SPECIMEN

I checked the modal shapes of the whole model without
specimen. In this modal analysis, prestress are not added and
connection between bolts and upper jaws, bolts and bodies
are changed to be bonded.l picked up some modal shapes

which upper jaw moves much. Fig.16~Fig.18 shows picked
up modal shapes.

Fig.13 Displacement of specimen(800~880[HZ])

L

Fig.17 Modal Shape without specimen(742[Hz])

Fig.14 Displacement of upper 1(800~880[HZ])
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Fig.18 Modal Shape without specimen(771[Hz])

45WORST CASE ANALYSIS

From previous section, | got a moda shape without
specimen and | matched specimen’s first modal shape at the
frequency. | implemented harmonic analysis of whole
model using the results of previous section. | expected that |
get worst deformation case at 771[Hz] because both only
specimen and whole model without specimen have their own
modal shape around 771[Hz]. Fig.19 ~ Fig.21 shows
displacements of picked points. Fig. and Fig. shows shapes
of the whole model at picked frequency. The peak
displacement occurred at around 838[HZ].

Fig.19 Displacement of specimen(871~861[Hz])

Fig.20 Displacement of upper1(871~861[Hz])
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Fig.21 Displacement of lower1(871~861[Hz])

46 CHEKING MOVEMENTS OF THE
PATCH

In this section, 1 show movements of the piezoelectric
patch to suppress the upper part of the model. | added
100[V] voltage to horizontal direction of Fig.22. And
frequency of input voltage is 838[Hz].

Fig.22 Displacement of piezoelectric patch(838[V])

5DISCUSSION

In section4.1 , | did modal analysis of the whole model
and checked desired shapes to suppress but the frequency
was higher than target frequency range. Then | changed
density and Young's modulus of the specimen to reduce its
own resonance frequency. And I simulated harmonic analysis
of the whole model using property changed specimen to
yield desired shapes in lower and near resonance frequency
of the specimen. But Fig.10 ~Fig.12 shows there were no
peak around specimen’s resonance frequency. | considered
that was because effects of the clamp and prestress were so
bigger than specimen itself and specimen was too soft by
changing the specimen’s property.

Then | did modal analysis without specimen and picked
the desired modal shape and its frequency. Fig. shows its
shape and frequency. After that | tuned specimen’s E to fit its



first modal shape's frequency as frequency which was found
by modal analysis without specimen. Then | did harmonic
analysis of the whole model around the frequency to get
worst case vibration shape. But Fig.19 ~Fig.21 shows that
peak occurred at around 838[Hz]. That frequency is almost
same as the harmonic analysis's results before changing
specimen’s property.

Although changing property of the specimen, the peak
displacement’s frequency were amost same. From this
results, it is considered that there is much dependence on
resonance frequency of the clamp. But clamp’s resonance
frequency was around 771 [Hz], it is not same as peak
frequency of harmonic analysis of the whole model
(838[Hz]). Then I considered that there was some errors to
simulate modal analysis without specimen and correct
frequency of modal shape without specimen is around
838[Hz].

In section4.6, | checked the movements of the
piezoelectric patch by adding 838[Hz], 100[V] voltage. |
expected to shrink and expand to horizontal direction in
Fig.22 but it moved like twisting. | also tried to do at the
lower frequency such as 100[Hz], then the patch moved
desired direction. The reasons for this result is considered
that the 838[Hz] frequency was close to piezoelectric patch’'s
resonance frequency. But by changing frequency higher than
838[Hz], also weird response occurred. Then | thought there
are some modal shapes from certain frequency and
movements of the patch was depended on that shape at high
frequency range.
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ABSTRACT
Several treatments exist for reconstruction of under developed auricle because of microtia, anotia, trauma, and so on.
However, these options have challenges and drawbacks respectively. Tissue engineering has been proposed as an
alternative to these current treatments. Using scaffolds made by biodegradable materials is given as one of the tissue
engineering method. It is important to understand the mechanical properties of normal auricular tissue in order to
develop superior and suited scaffold. This study aimed to evaluation of auricular properties with results of human and
porcine auricle data in previous research by finite element method software. | created unconfined compressive tests

model using Mooney-Rivlin material and performed simulation of these. | could got relationship strain versus reaction
force respectively.
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ABSTRACT
“Palatal expander” is an orthodontic appliance which has been used in the treatment of maxillary deficiency. The
forces produced during rapidly maxillary expansion by a palatal expander vary from patient to patient. This work investigates
the use of force sensors in conjunction with microprocessors and wireless data telemetry for individualized results. Our group

is responsible for implementation of a transducer to measure the expansion forces. In this study, | successfully obtained the
relationship between force and sensor outputs.
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ABSTRACT

Important challenges in the research and development of superhydrophobic (SHPo) surfaces include low-
cost fabrication of large areas. In terms of regular pattern manufacturing, hot embossing is known as a
promising mass production method due to its low cost, high speed, and high throughput. To help mass
production of SHPo surfaces, we experimentally examined the effects of the processing parameters for
thermoplastic hot embossing using a micromachined silicon mold. By developing a technique to obtain
cross-sectional images of the molded product, we confirmed the shrinkage of the molded pattern from the
master pattern was minimal. The height of the molded microstructures was only 3.6 % smaller than that of
the original master pattern, encouraging further devel opment.

Undi scl osed
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ABSTRACT

Dimensionality reduction is widely used in the
signal processing, computational machine learning and other
applications. For this problem non-negative matrix
factorization is needed and it changed to [, -regularized
convex optimization problems, which have received much
attention recently because of the introduction of computer
sensing. It allows images and signals to be reconstructed
from small amounts of data. One of efficient methods for
this problem is "split Bregman". During my stay at UCLA, |
focused on studying “split Bregman” method. This paper
first describes convex optimization for Lagrange and duality.
Then Bregman and split Bregman method are introduced.
Finally one of their applications, hyperspectral image, is
applied to non-negative matrix factorization and this
problem is changed for convex optimization solving by split
Bregtman.

1. INTRODUCTION

Dimensionality reduction has been widely
studied in the signal processing and computational
learning communities. One of the major
drawbacks of virtually all popular approach for
dimensionality reduction is the lack of physical
meaning in the reduced dimension space. Rank
revealing QR factorization, which I study in my
undergraduate, is the one of the efficient method
to reduce the dimension. However, it does not take
non-negative constraint in account. Non-negative
factorization is applied for convex optimization
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problem and it is solved by split Bregman or
alternating minimization approach. In 1966,
Bregman iterative method is introduced by L. M.
Bregman [2]. Bregman iteration was first used in
image processing by Osher et al. in [11] in 2005
and split Bregman is defined by Tom Goldstein
and Stanley Osher [8] in 2009.

This paper is organized as follows. First, convex
optimization and how to solve this problem by
Lagrange and duality is described in section 2. In
section 3 Bregman iterative method and split
Bregman method are described and finally one of
its applications, hyper spectral image for
non-negative matrix factorization, is introduced.

2. CONVEX OPTIMIZATION

In this section optimization problem and
convex optimization problem is described. And
then lagrange and duality is introduced.

2.1. OPTIMIZATION PROBLEM

A mathematical optimization problem, or
just optimization problem, has the form

minimize f,(x)

subjectto f;(x) < b;,i =1,....m



Here the wvector x = (xy,x, ..%,) is the
optimization value of the problem, the function
fo:R® > R is the objective function, the
functions fi:R"—>R,i=1,..,m are the
(inequality) constraint functions, and the constants
by, ...,b,, are the limits, or bounds, for the
constraints. A vector x* is called optimal or a
solution of this problem if it has the smallest
objective value among all vectors that satisfy the

constraints: for any z with
fi(z2) < by, ..., fn(2) < b, , it follows that
fo(2) = fo(x7).

2.2. CONVEX FUNCTION

A convex optimization problem is one in
which the objective and constraint functions are
convex, which means they satisfy the inequality

filax + By) < afi(x) + Bfi(y)

forall x, y € R*and all o, with a +p =1,
a=0, =0.

If the objective and constraint functions
for -, fm are linear, i.e., satisfy

filax + By) = afi(x) + Bfi(y)

forall x,y € R™ and all o, € R. This problem
is called linear program.

2.3. LAGRNGE AND DUALITY

An optimization problem is considered in
the standard form:

minimize f,(x)
subject to fi(x) <b;,i=1,...m (1)
h(x)=0,i=1,..,m
with variable x € R™.

The basic idea in Lagrangian duality is to
take the constraints in (1) into account by
augmenting the objective function with a
weighted sum of the constraint functions.
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Lagrangian is defined by L : R™ X R™ X RP —
R associated with the problem (1) as

m p
LAY = fo00) + ) AfiC) + ) vihi ()
i=1 i=1

with domL = D X R™ X R™ where D =
NZ,dom f; N NY_, dom h;. 4; isthe Lagrange
multiplier associated with the ith inequality
constraint f;(x) < 0; similarly v; is also the
Lagrange multiplier associated with the ith
equality constraint h;(x) = 0. The vectors A and
v are called the dual variables or Lagrange
multiplier vectors associated with the problem (1).
The Lagrange du al function ( or just dual
function) g : R™ X RP — R is defined as the
minimum value of the Lagrangian over x: for
ALER™, vERP,

g, v) = infyepL(x, 4,v)

m 14
= infep (fo(x) + Z Aifi(x) + z vihi(x))
i=0 i=1

When the Lagrange is unbounded below in x, the
dual function takes on the value —oo. Since the
dual function is the pointwise infimum of a family
of the affine functions of (A,v), it is concave,
even when the problem (1) is not convex. The
dual function yields lower bounds on the optimal
value p* of the problem (1): For any A > 0Oand
any v,

g4 v) <p". (2)

This important property is easily verified. Suppose

X is a feasible point for the problem (1), i.e.,
fi(®) <0, h;(x¥) =0,and A = 0.Then it follows

that
m p
z Alfl(f) + Z vihi(f) < 0,
i—-1 i=1

since each term in the first sum is nonpositive, and
each term in the second term is zero, and therefore



m b
LEAY) = fo®) + ) Afi® + ) vihi()

< fo(X).

Hence
g4, v) =infepL(x, A4,v) < L(X,A,v) < fo(X).

Since g(4,v) < fo(%) holds for every feasible
point X, the inequality (2) follows. This section is
referred from [1].

3. SPLIT BREGMAN

Split Bregman is applied from Bregman
method [2].

3.1. BREGMAN METHOD

In 1996, an iterative method of finding the
coomon point of convex sets is introduced by
L.M. Bregman. This method can be also applied
to the approximate solution of problems in linear
and convex programming.

Suppose some family of closed convex sets
A;, i €1 where I issome set of indices are
given in a linear topological space X.And also
assume that R =n;¢; is not empty. It is required
to find some point of the intersection of the sets
A;. Let S c X be some convex set such that
Sc R+ A. Then D(x,y), defined over S x S, is
considered and satisfies the following conditions.

i. D(x,y) = 0,D(x,y) = 0 ifand only if
X =Y.

ii. Forany y € S and i € I, a point
x = P, € A; NS exists such that
D(x,y) = mingeg;ns D (2, X).

This point x is called the D-projection of
the point y onto the set A;.
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iii. Foreach i €I and y € S, and the
function G(z) = D(z,y) —D(z,Pyy) is
convex over A; € S.

Iv. Aderivative D, (x,y) of the function
D(x,y) exists when x =y, while
Dx(y,y) = 0 dfgdkgdkgjd

i.e. limgLo(D(y +tz,y)/t) & 0 forall
z € X.

V. Foreach z€ RN S and for every real
number L theset T = {x € S|D(z,x) =
L} is compact.

vii If D(x™y™") >0, y* > y* €S (S isthe
closure of the set S) and the set of the
elements of the series {x™} is compact,
then it follows that x™ — y~.

The following iterative process is considered.
1. take an arbitrary point x° € S.

2. ifthe point x™ € S is known, we select in
some way the index i,(x™) € I and we find
the point x™*1 which is the D-projection of
the point x™ onto the set A; (xn.

These are examples of the function D(x,y).
1 Dx,y)=(x—y,x—y).
2. Dx,y) = f(x) — f(y) = (Vf(x),x — y)

where f(x) is a strictly convex differentiable
function.

Assume the problem is
muin E(u) + AH(uw)
where E(u) and H(u) are convex functions and
Bregman distance is defined by
D(u,v) = E(w) —E() — (p,u—v)
where p is the gradient of the function E.

The algorithm of Bregman iterative to solve this
problem is the followings.



u**1 = min D (u, v) + AH (u)
u

It follows that
u*! = min, E(w)—< p*,u —u* > +1H(u) (3)

pk+1 — pk _ VH(uk+1) (4)

3.2. SPLIT BRTEGMAN

The Bregman method is applied to solve the
general [;-regularized optimization problem like

()

where | - |denotes the [;-norm and both |®(u)|
and H(u) are convex functions. Many important
problems in imaging science and other
computational areas can be posed as
l;-regularized problem. Assume that ®(u) is
differentiable function.

min, ®(u) + AH(u)

The key for the idea of split Bregman is to
"decouple” the [; and [, portions of the energy
in (5). The following problem is considered
instead of considering (5).

miny 4|d| + H(u) suchthat d = ®(u).

This problem is clearly equivalent to (5). To solve
this problem, first convert it into an unconstrained
problem as the following.

A
min|d| + Hw) += Il d — ®(u) lI3.
u,d 2

To enforce the constraint condition it follows into
the Bregman formulation (3) and (4).

(uk+1, dk+1) — rﬂldn Dg(u, uk’ d, dk)

A 2
+5 I — o) I3,

It follows that

(uk+l, gk+1) = r{}idn E(u,d)—< pku—u* >

A
—<pkd—dk> +§ Il d—®) Iz

k+1

ptl = pk — A(VO)T (D (uFHY) — ak+h).
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k+1

Pa

It also follows that following simply two-phase
algorithm.

— péc _ A(dk+1 _ (D(uk“)).

(uk+t, gk+1) = miandI + H(u)
u,

A
+§ Il d — ®(w) — b* |12

bk+1 — bk + (q)(uk+1) _ dk+1).

4. NON-NEGATIVE MATRIX
FACTORIZATION

A convex model for factoring data matrix X
into a non-negative product AS, with a sparse
coefficient matrix S, is proposed in [7]. In this
paper, they show a frame work for dimensionality
reduction, based on matrix factorization and
sparsity theory, and they use the data itself for the
low dimensionality representation, thereby
guaranteeing the physical fidelity.

Many different techniques for
dimensionality reduction have been proposed, for
instance, rank revealing QR factorization in [4]
and [5]. The idea of this method is to find a
column permutation of the data matrix such that
the first few columns as well as conditioned as
possible. However, this this method does not take
non-negativity constraint. In [7] they propose a
new convex method to factor a non-negative data
matrix X into a product AS, for which S is
non-negative and sparse and the columns of A
coincide with columns form the data matrix X by
split bregman or alternating minimization
approach. These two methods have the same idea
and its connection is discussed in [6]. This model
is described as follows.

Assume there exists an index set I such
that the columns X; of X are the bases for i € I.
Under the assumption of non-negativity linear



mixing of signals, this means that any column X;
in X can be written as

X] = inTi'j'

i€l
for coefficients T; ; = 0. The problem is that the
coefficients T;; as well as the index set I are
unknown. Hence, it follows to start by using all
columns in X to describe X it self, i.e. for

coefficients T = 0 for which

X = XT. (7)

The equation (7) has many solutions, however the
desired representation uses as few columns of X
as possible, i.e. only the bases. Since not using the
jt" row of T be zero, it can be reformulated the
detection problem of the basis as finding a
solution to (7) such that as many rows of T as
possible are zero. Mathematically,

rjp>1(l)1 Il T ll,;ow—o suchthat XT =X

where || T ll;ow—o denotes the number of
non-zero rows. The columns of X that
correspond to non-zero of the minimizer of T of
(8) are the desired bases which define the lowest
dimensional subspace where the data resides.
Since the problem (8) are not convex, it can be
relaxed the formulation by replacing I T Il,ow—o
by the convex [; ., norm

Il T ll1,e0= X; max; |T; ;|. The I; partshould
encourage the sparsity.¥par

After data reduction by clustering [10] and make
selection model, overall the proposed convex
model is given by

min(z: max(T; ;)+< R,,0C,, T >
T=0 - j ’
4

B

+ ) I (YT — X,)C,, II2.

This problem is solved by split Bregman. In [7]
they apply for the hyperspectral image as one of
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its application. And [3] describes the basic idea of
image processing.

5. CONCLUSION AND FUTURE TASKS

| learned what the split Bregman is and how
to apply for non-negative matrix factorization. |
also implemented for split Bregman and | could
see how it works by myself. After | go back to
Japan, 1 would like to try to apply this idea for
another application of data mining.
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Abstract

In this research, the system identification of the nano-
precision stage is conducted. This research focuses on
modelling the wafer folder of the Multi-Axis Positioning
System (MAPS). To attain the accurate positioning, the
model accuracy is indispensable. The model has been built
according to the first-principle modelling but the model
doesn’t correspond well with its actual behaviour. Models
built in atheoretical way often has some differences from the
real model because the actual behaviour of the system can be
affected by many causes which we can’t expect. Thisresearch
builds the model by using the black-box identification
method. As the black-box identification method is a purely
data-driven modelling method, the model built by the method
is expected to correspond well with the actual behaviour.

1. Introduction

Transistor density has been increasing steadily. As
feature size continues to decrease, the need for higher
precision increases. The most common form of nano-
manufacturing in the semiconductor industry is optical
lithography. Reducing feature size, using photo lithography,
is limited in part by diffraction of light. To overcome the
diffraction limitation many resolution enhancements such as
mask design techniques, correct for diffraction.

The international roadmap for semiconductors predicts
that extreme ultraviolet lithography (EUV) is the most
leading candidate to achieve < 22 nm in the future and
nano-imprint lithography (NIL) is not far behind. Imprint
lithography is a technique where pattern transfer occurs
by physically pressing the mask and wafer together and is
therefore not limited by diffraction. Due to the ability to
stamp a large area, such as the whole wafer, NIL can
reduce fabrication steps and lower cost. The
manufacturing system that is presented in [1], the Multi-
Axis and Positioning System (MAPS), was designed in part
to implement NIL.

Precision motion control is becoming incredibly more
importantin the areas of nanotechnology. Lithography, for
one, is requiring greater precision as transistor density
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continues to increase. Permanent magnet synchronous
linear motors (PMSLM), or brushless motors, are among
the most prevalent in precision machines due to their
long-range travel, high force density, and high precision
and accuracy. Lack of mechanical coupling needed, versus
rotary motors, and in conjunction with an air bearing
eliminate many disturbances such as backlash and
friction.

The dynamic model of the wafer holder of MAPS, was
built according to the white-box identification method,
but the model does not correspond well with its actual
behaviour. To attain the accurate positioning, the model
accuracy is very important. The model therefore needs to
be rebuilt in a proper way.

2. Theory and method

2.1 Multi-Axis Positioning System (MAPS)

MAPS, as shown in figure 2.1 and 2.2, is composed of a
6 degree-of-freedom (DoF) wafer holder and a3 DoF module
holder, both of which move relative to the base. The module
can be chosen for a desired task, such as atomic force
microscopy or imprint lithography.

The 6 DoF wafer holder, referred to as the platen (see
figure 2.3), is propelled in al degrees of freedom by four
linear permanent-magnet synchronous motors. Each 3-phase
linear motor was designed to produce two orthogonal forces,
in-plane and out-of-plane, by using a Halbach magnet array
instead of the standard magnet array, which will be described
in the coming section.

2.2 In-plane motion of the platen

Although the platen has 6 degree-of-freedom, only in-
plane motion is considered in this paper. As we assume that
theplatenisalinear system, the model of the platen’sin-plane
motion can be considered independently of the model of the
platen’s out-of-plane motion. The dimensions of the platen
corresponding figure 2.3 are shown in table 2.1. In [1], the



Fig. 2.1 Photo of MAPS system showing the platen,
structure frame, and bridge

model of the platen was built by using the white-box
identification method. Each parameter was estimated
separately, and the model was built according to Newtonian
methods using those parameters. But the model does not
explain the system correctly.

Table 2.1 Dimensions of the platen

Variable E/r?]l#;: Description
R, 188 radius to linear motor
Ry 197 radius to eddy current dumper
D, 95 distance between cap probes
40 distance between interferometers

The platen’s in-plane motion is modeled as a system of
decoupled mass-spring-damper systems:

G:MX+BX+KX=F (2.1)
where
m
M = diag(lm > (2.2)
L
2b
B = diag <| 2b > (2.3
4R%b
2k
K= diag( 2k > (2.9)
4R% k

2.3 Halbach brushlesslinear motors

The platen is actuated by four linear motors and will be
described in this section. Figure 2.4 shows the Halbach
brushless linear motor. The Habach array produces a
levitation force independent of the thrust force, where
standard array produces only thrust, and has an increased
magnetic field by /2. The motor law describing the
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Fig. 2.2 Detailed exploded view of MAPS showing all the
actuators and sensors

relationship between the generated forces and the supplied
current is

asin(wx; + ¢) i1k
ka = [

asin(wx, + ¢ +m/3) i2k] 25)
asin(wx, + ¢ + 2m/3) | Lizk '

= Sy (i) bk
x;, isthe kth magnet array’s relative position to its stator, and

the parameters are listed in the table 2.2. In [2] the Halbach
brushless linear motors were described in more detail.

Table 2.2 Motor parameters

Variable Vaue
a 2.4167 N-At
1) 217.4 rad-mr?
® -3.1087 rad

2.4 ARX model identification

System identification methods are roughly divided into
three groups: the white-box system identification, the grey-
box system identification and the black-box system
identification. The white-box system identification is also
called the first-principle modeling. It is used when we know
the parameter of each component and the model can be built
according to Newton's law. The black-box system
identification is used when we do not know the parameters of
the model, and those parameters are estimated from inputs
and outputs. Grey-box system identification is a method
which combines the white-box system identification and the
black-box system identification. It is used when some
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Fig. 2.3 The platen 6 DoF wafer holder

parameters of the system are known but the other parameters
are unknown.

The actual behavior of asystem isoften different fromits
theoretical model because there are many unexpected factors
in the real control. Models which are built by the white-box
system identification or the grey-box system identification
often have some errors because they are based on the
theoretical way. We focus on the black-box system
identification. It uses actualy collected data to estimate
parameters, therefore it is expected that the model built by
this method corresponds well with the actual system. We use
the ARX model identification [3] to conduct the black-box
system identification.

To apply the ARX model identification to estimating the
parameters of the system, the differential equation (2.1) needs
to be converted to the difference equation. Only the
conversion about x is described here, but the same process
can be appliedto y and 6. With the approximations

o oxn+1)—x(n—-1)
X =

At (2.6)
x(n+1)—-2 +
o - Xt D) = 2x(m) + x(n) 27
At?
the differential equation about x
mx + bx + kx = f, (2.8)
is converted to the difference equation
x(n) = ax(n—2) +a,x(n—1) (2.9
+azfy(n—1)
where
2m — bat
= 2.10
* 2m + b4t (2.10)
4m — 2kAt?
=— " 211
2= Mt bat (1)
24t2
= 212
s 2m + bat ( )

If we can estimate a,, a, and a;, we can derive the
parameters m, b and k from the equations (2.10-12). By
defining ¢, 0 as.
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Fig. 2.4 Linear motor components

¢p(m) =[x(n-2)x(n—-1 fr(n-1)] (213)

0 =[a, a,az]" (2.14)
the equation (2.9) can be described as:

x(n) = p(n)6o (2.15)

When a series of inputs x(0),x(1),---x(N) are collected,
we can get N-2 sets of equations from the equation (2.15):

x(2) ¢(2)
X3 =[2G g (2.15)
I
By defining the two matrixes in the equation (2.15) as.
x(2)
x=|*® (2.16)
x(N)
¢(2)
o=|%® 2.17)
$(N)
the equation (2.13) can be described as:
X =®0 (2.18)

When the parameters are completely correct, the equation
(2.18) is redized. With the estimated parameters 6 =
[a, @, as], however, some error occurs. We define the error
vector as:

e=X—®d (2.19)
where
e(2)
e=|¢® (2.20)
e(N)

A set of parameters which minimize the errors are considered
to be good parameters. To estimate the parameters, we derive
& which minimizes the square norm of the error vector e.
The square norm of the error vector e is

lell? = {X — @4} {X — @4}

T A T A (2.21)
=X'X-2X PBO+ X P PO



When the first-order differentiation of |le||? about 8 is
zero, the minimum of ||e]|? is realized:

d|le||? P

% = —-2X"®0 + 207®Td =0 (2.22)
So the optimal parameters are derived by this equation:

0" = (@"®) 1dTX (2.23)
3 Results
3.1 Validation

We made a program that estimates the parameters from
inputs and outputs. In order to estimate the parameters
precisely, the program needs to be validated. We did some
validations to make sure that the program works correctly.

First, we made a differential equation solving program. It
uses oded5 function in Matlab to solve the differential
equations of the dynamic model of the platen. When 3 inputs
(fx, fy» fo) are put to the solver, it outputs the platen’s motion.
The results are calculated by using the theoretical model of
the platen where the ideal parameters are used. By using the
inputs and the outputs from the solver, we checked if the
parameter estimation program estimates the given
parameters.

Impulse inputs were put to the theoretical model of the
platen and the outputs were collected (see figure 3.1). The
sampling rate of these data was 5000 Hz. We tested the
parameter estimation program by using these inputs and
outputs. Table 3.1 shows the parameters of the platen’s
theoretical model and table 3.2 shows the estimated
parameters. Comparing the estimated parameters with the
parameters of the theoretical model, it can be seen that the
program estimates the good parameters. From this result, it
can be said that the parameters estimated by the program are
dependable.

Table 3.1 Parameters of the theoretical model of the platen

X,y 0
m 6.6000 [kg] 0.13370 [kg-m?]
b 638.80 [N-s-m?] 25.391 [N-s-m]
k 1313.5[N-m?] 92.847 [N-m]

Table 3.2 Estimated parameters

X,y ]
m 6.63375 [kq] 0.13503 [kg-n?]
b 638.76 [N-s-m] 25.389 [N-s-m]
k 1313.6 [N-1}] 92.852 [N-m]
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Fig. 3.1 Force inputs and position outputs of the
theoretical model of the platen

3.2 Parameter estimation

We estimated the parameters of the dynamic model of the
platen by using the parameter estimation program described
above with actual inputs and outputs. Impulseinputtox,y, 8
was put to the platen separately. The actual inputs from the
controller are not forces but voltage inputs to each motor. To
use the parameter estimation program, these voltage inputs
need to be converted to local forces using the voltage-current
conversion i; = Kv;, and the equation (2.5). K is a
constant amplifier gain. Then they are converted to global

forces F = £, f, fg]T by this equation:

-1 0 1 0 ;1
F=| 0 -1 0 1 fz (3.1)

—Rn, —R, —Rm —Rnll|’3

fa

With these equations, global forces can be derived from
voltage inputs.

We put the voltage inputs, shown in figure (3.2-4), to the
platen, and got the platen position outputs, shown in figure
(3.5-7). From these data, we estimated the parameters of the
platen. First we converted the voltage inputs to global forces,
and the results are shown in figure (3.8-10). These forces are
fluctuating in the beginning part to hold the platen at the
center, and those parts were truncated when deriving global
forces. With the global forces, the parameters were estimated,
and those parameters are shown in table 3.3.

Table 3.3 Estimated parameters from the actual data

X,y 0
m 12.654 [Kg] -2.2370 [kg-m?]
b 2068.9 [N-s-m] -4949.9 [N-s-m]
k 2364.4 [N-m1] 1003.6 [N-m]
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4. Discussion

The estimated parameters in table 3.3 do not seem
reasonable. As the program was validated in the previous
section, it can be said there was some sort of problem in
deriving global forces. One possibility is that the parameters
in the table 2.2 were different from those in the controller.
Another possibility isthat the order of 3 voltageinputsto each
motor do not correspond with the order in the controller.
Those possibilities should be considered to conduct
parameter estimation correctly.

After the system identification, it is a very important
phase to evaluate the parameters with data which was not
used for system identification. However we couldn’t eval uate
the parameters due to the problem in deriving global forces.

The sampling rate of the datain this paper was 5000 Hz,
and its validity is not considered in this paper. The sampling
rate significantly affects the precision of the parameter
estimation. When there are not enough data points, the
parameter estimation is not precise. When there are too many
data points, effects of noise gets significant. Therefore the
sampling rate needs to be considered to improve the
parameter estimation.

5. Conclusion

To identify the dynamic model of the platen, we
estimated the parameters using the ARX model identification
method. We made a parameter estimation program and its
function was validated. With the program, we estimated the
parameters from the actual inputs and outputs. There were
however some problem deriving global forces from voltage
inputs to each motor, and we could not estimate the
parameters correctly. The validation of the voltage-force
conversion is needed to solve this problem.
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ABSTRACT

The vibration-based identification of damage in a
structure is one of the widely used non-destructive
techniques. The numerical approach for identification of a
scatter within a heterogeneous media was suggested by Jung
et a. In this study, under the purpose of the verification of
Jung’s method against the experimental data, we analyze the
wave propagation in composite structures. The composite
sandwich structure consisted of a woven composite plate
and an auminium honeycomb core was considered. The
numerical simulation using finite element method was
carried out for a two-dimensional plane-strain model of the
transversely isotropic plate. These results of several
numerical experiments show that the clearly Rayleigh wave
propagation and the same trend with respect to the distance
from the source location.

1. INTRODUCTION

Advanced composites are being increasingly used in
aircraft and aerospace structures. Despite their high
structural  efficiency, composite materials are often
susceptible to hidden defects which if undetected, may cause
sudden catastrophic failure of the entire structu